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Abstract: Agriculture relies greatly on rainfall. 
Recent years witnessed a substantial improvement in 
the complexity of rainfall prediction. Rainfall forecast 
will provide valuable predictions to farmers to help 
them take the appropriate precautions to protect 
their crops from various weather conditions. Several 
techniques are available to predict rainfall. Machine 
Learning (ML) algorithms are particularly useful for 
predicting rainfall. As machine learning is a type of 
Artificial Intelligence (AI), it is essential for 
anticipating rainfall as it enables computer 
algorithms to make predictions more correctly 
without explicit guidance. Machine Learning (ML) 
uses previous data as input to predict the new output 
values. Meteorologists have attempted to predict 
future rainfall patterns via previous data. This 
method is referred to as rainfall forecasting. The 
primary objective of this research is to identify the 
best algorithm for predicting rainfall. In this work, 
SVR (Support Vector Regression) and linear 
regression strategies were used.                                                                                                                  
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I.  INTRODUCTION 
 
The weather forecasting data will be provided 
by the Indian Meteorological Department. This 
study concentrates on long-term rainfall 
estimates. The main purpose of this research 
work is to figure out how much rain will 
shower in a certain area or state in the future. 
The rainfall is simulated by using information 
gathered from the past. Understanding rainfall 
is absolutely vital everywhere in the universe 

and crucial to humankind. The tough function 
of methodically examining rainfall frequency 
lies in the meteorological agency. The varying 
atmospheric conditions make it difficult to 
forecast rainfall with any degree of precision. 
Rainfall is thought to be dependable during 
both the the wet and summer months. This is 
the first main reason, which needs a review of 
algorithms used to forecast rainfall. Different 
machine learning approaches, which include 
linear regression and SVR, are contrasted in 
order to find the best accurate model. Here, the 
UCI (University of California Irvine) 
repository's rainfall dataset is utilized. The 
numerous classification methods are explored 
and contrasted in this paper. The dataset is 
non-linear, and Support Vector Regression 
(SVR) exceeds regular Regression, thus we 
may state so. Various machine learning 
approaches, like linear regression and 
SVM classifiers are examined to identify the 
most accurate model. This article will compare 
and analyze different classification methods 
that are currently available.  
 

II. LITERATURE SURVEY 
 
[1] Geetha worked on predicting the rainfall 
using Artificial Neural Network (ANN) 
algorithm. A module has been created to 
predict monthly rainfall over the Chennai 
region using the attributes like maximum and 
minimum temperature, relative humidity, 
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speed of wind, and  direction of wind. 
[2] Zahoor jan described a rainfall prediction 
system that uses the deep learning K-nearest 
neighbor (KNN) technique. Using a given 
single K value, a total number of nearest 
neighbors are found that are useful in 
determining the class label for unknown data. 
He mentioned that similar parameters are 
clustered into the same kind of cluster when a 
dataset's class or category is determined using 
KNN. He described that this algorithm is not 
needed much time for train fin of classification 
and regression while it may cause inaccurate 
results when used an incorrect k value. 
  
[3] Somvanshi used the ANN model for 
predicting the rainfall in Hyderabad by using 
the past four months' rainfall as the inputs. He 
also compared ANN with the ARIMA 
techniques. S. Chattopadhyay and M. 
Chattopadhyay employed two criteria for 
rainfall forecasting: minimum temperature and 
maximum temperature. For training the data 
they used the learning algorithms Levenberg-
Marquardt (LM) and Conjugate Gradient 
Descent (CGD). 
 
[4] S.K. Nanda,et.al (2013)[5] and the others 
used ARIMA, a sophisticated statistical model, 
and MLP (Multi Layer Perceptron), LPE 
(Legendre Polynomial Equation), and 
FLANN, three ANN models, to forecast 
rainfall (Functional-Link Artificial Neural 
Network). 
They compared FLANN to the ARIMA model 
and stated that the FLANN model provides 
predictions with a higher degree of accuracy. 
They used the  model called ANN for rainfall 
prediction and the parameters chosen for the 
model are temperature from min-max, mean 
sea level pressure, speed of wind, and rainfall. 
 
[5] Hanna Mayer proposed a paper that studied 
the retrieval of optical rainfall using four 
machine learning approaches, and found that 
there was no change in the method results. and 
found that the average neural network 
performed the best, as did neural networks in 
general. He rated Neural networks as the most 
suitable algorithm because of its low 
computation times. 
 
[6] Emilcy Hernandez and the others built a 
Deep Learning-based architecture to forecast 
the following day's quantity of daily 

precipitation. It has a perceptron with 
multilayers for the prediction task as well as an 
autoencoder for minimizing and capturing 
non-linear correlations between characteristics. 
They Compared this design to other earlier 
suggestions, and proved that this architecture 
shows an improvement in the capability to 
forecast the cumulative daily perception of the 
following day. 
 

III.  EXISTING WORK 
 

The existing research work have used various 
algorithms such as KNN, ANN. By using 
those algorithms, rainfall analysis has been 
carried out. But now in the proposed work, 
linear regression and SVR model are used for 
analyzing the amount of rainfall. 
 

IV.   METHODOLOGY 
 
Prediction of rainfall is nowadays very crucial 
because by that we can plan ourselves for our 
comfort. For farming also, we need water and 
this prediction helps the farmers a lot. The 
methods which we have used here are Linear 
Regression and SVR [8]. These two 
algorithms results are compared and then we 
choose the best algorithm which suits this 
prediction. Using these algorithms, we 
calculate absolute mean errors and the 
algorithm which gives less error gives better 
results [9] 
 
A. Data Collection 
The source data for this investigation were 
gathered from an Indian dataset and data is 
gathered by many surveys and observations. 
With data, there are subdivisions and traits 
(individual months, annual, combinations of 3 
consecutive months)[10]. Several of the 
subdivisions have data from 1950 to 2015 
accessible. All the attributes have the sum of 
amount of rainfall in mm. The statistics was 
then transferred into a tabular Microsoft Excel 
file. The months were arranged in the table's 
column's row of tables comprising 
environmental variables [11] 
 
B. Data Preprocessing 
 
The info Transformation, missing total quality 
management, and divided into training and 
testing all seem to be parts of preprocessing. 
Data from an Indian set of data is generated 
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during the period of 1901 to 2015. We must 
erase every data points since the data is 
incomplete [12]. 
 
 

 
 
 
      Fig 1: Workflow of proposed system 
 
 
 
C. Linear Regression 
 
The earliest algorithm for machine learning is 
linear regression. This algorithm is mostly 
used for predictive analysis [13] For numerical 
variables or similar continuous variables like 
pay, age, etc., linear regression provides 
predictions. The link between dependent and 
independent variables is what linear regression 
is all about [14] Given its properties, linear 
regression may be applied to investigate the 
correlation between the measured values of the 
dependent variable and the value of the 
independent variable. The link between the 
variables is shown by the linear regression 
model as a sloping straight line[15] 
 
D. Support Vector Regression (SVR) 
 
Support Vector Regression refers to 
supervised ml algorithms and relevant 
teaching algorithms that assess data for 
regression analyses and classification [16] 

Support Vector Machine, or SVM, is the 
framework around which SVR is built. One of 
the most formidable models that could be 
applied to classification issues or processing 
information when it cannot be separated 
linearly [17] SVR is a hyperplane drawn 
between the boundary points. 

 
      Fig 2:  SVR 
 
E. Procedure 
This dataset contains data on the monthly 
rainfall for 36 Indian meteorological 
subdivisions. The finding corresponds to 
specifics on the district-level rainfall average 
(in millimetres) calculated utilizing data for 
the years 1951 to 2000.Here Dataset is divided 
into two divisions namely dataset1 and 
dataset2. The dataset1 has average rainfall 
from 1951-2000 for each district, for every 
month dataset2 shows the average annual 
precipitation data for each state from 1901 to 
2015 [18] 
 
putting data into the right format because then 
studies may be performed out. Evaluate the 
information thoroughly and note variations in 
the rainfall pattern. [19]  
 
Finally, by separating the information into 
training and validation, we attempt to calculate 
the average rainfall. In order to predict, we use 
a variety of machine-learning and statistical 
techniques (SVR, etc.), and we investigate 
these techniques. We strive to reduce 
inaccuracy by utilizing a wide range of tactics. 
 
In these we calculate mean absolute error 
using algorithms called Linear regression and 
SVR compared with SVR, Linear regression 
gives better results in rainfall analysis. 
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It is average of absolute of actual minus 
forecast to actual. 
The dataset is taken from the Kaggle source 
and utilised. To train the model 80% was 
used,while the 20% which is remained was 
used to test the results and train the model. 
 
The rainfall prediction using Machine learning 
includes the main sections as data for input, 
pre-processing the data splitting of data. At the 
starting stage of the project, we will load the 
dataset into the system. 
 
To adequately process the dataset and extract 
its attributes, pre-processing is needed. With 
this, the dataset may be divided into training 
and testing halves. 
 
By applying Linear regression and SVR 
algorithms. The expected result should then be 
compared to the initial data set. It was 
afterwards assessed how accurate the model 
was using test samples. 
  
Furthermore, we compared the model's 
accuracy with these two algorithms. Then 
ultimately concluded that the Linear regression 
algorithm increases the accuracy of the model. 
As a result, we trained the model using a 
Linear regression approach. 
 

V.   RESULT 
 
Data visualization is the depiction of 
comprehending data by displaying it in a 
graphical environment in order to find and 
disclose the designs, inclinations, and 
relationships. 
 
The following are a few popular plotting 
collections: 

 
● MatplotlibSmall level, gives users a 

lot of freedom. 

● Pandas Visualization feels at secure 
using this limit. It may be created with 
Matplotlib. 

● Plotly: Can create interactive plots for 
visualization. 

 

 
        Fig 3: Histograms 

 
Fig 4: Histograms 

 
As we know that amount of rainfall is 
calculated in mm. These histograms say the 
amount of rainfall for the whole year and also 
for all the months. So, by looking at those 
histograms we could predict the amount of 
rainfall every month. 
 
We may determine how closely or distantly 
the qualities are connected to one another 
using correlation. The number 1 denotes a 
positive correlation between the variables. The 
dark colour of the value 0 indicates a stronger 
negative association between the qualities. 
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Fig 5:  Correlation Diagram 
 

Correlation matrix is a set of variables that are 
plotted against one other and it depicts the 
correlation between all the possible pairs in the 
matrix. Here we have used all the names of the 
months like january, febraury, march, april, 
may, june, july, august etc. 
 
And also, we took column names as January-
febraury, march-may, june-sep, oct-dec. We 
have also included Annual as one column. 

 

 Fig 6:  Linear Model 
 

 Fig 7:  SVR Model 
 

These are the Prediction snapshots of rainfall. 
SVR is built from the model called SVM, so 
we import the svr algorithm from SVM.  
 
Here we found absolute mean errors for both 
the algorithms. As we see, the Linear model 
gives 96.3 and SVR model gives the error 

127.1.  
 
So, through the Linear Regression algorithm 
we got less error so we say that Linear model 
gives better rainfall analysis than SVR model.  
 

VI. CONCLUSION 
 
The two strategies for the model evaluation 
were utilized in this work. The algorithms we 
used were Linear Regression and SVR 
(Support Vector Regression). By using these 
algorithms, we have calculated the absolute 
mean error for both of them in which Linear 
Regression gave us the best results.  
These results highlight the characteristics of 
rainfall that, in an ideal world, climate models 
should be able to simulate (or that should be 
bias-corrected). If seasonal climate estimates 
are used to inform crop models. The rise in 
model score here when reanalysis rainfall is 
gradually changed shows that improvements in 
simulations are projected to lead to more 
precise yield estimates.. 
 
         VII. FUTURE ENHANCEMENTS  
 
In this paper, we can use other algorithms 
which can produce better results. And also we 
can use other datasets with other algorithms. 
You can use the Ann algorithm also to get the 
results. 
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