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Abstract—Medical image classifiers roles a crucial play in 

medical service and teaching tasks. But the classical approach 

obtained its ceiling on performance. Besides, from their use, 

much longer and more effort require spent on extracted and 

selected classifier features. The Deep Neural Network (DNN) is a 
developing Machine Learning (ML) approach which is verified 

their potential for distinct classifier tasks. Especially, the 

Convolutional Neural Network (CNN) leads to optimum 

outcomes on distinct image classifier tasks. But medical image 

databases can be hard for collecting as it requires several 
professional skills to categorize them. This study develops a new 

Hyperparameter Tuned Deep Learning Model for Healthcare 

Monitoring Systems (HPTDLM-HMS) in big data environment. 

The presented HPTDLM-HMS technique concentrates on the 

examination of medical images in the decision-making process. 
Initially, the presented HPTDLM-HMS technique derives 

features using EfficientNet model with Manta Ray Foraging 

Optimization (MRFO) algorithm as hyperparameter tuner. At 

last, the classification of medical images takes place by Long 

Short-Term Memory (LSTM) method. To handle big data, 
Hadoop MapReduce is utilized. The result analysis of the 

HPTDLM-HMS technique is tested on medical imaging dataset. 

The comprehensive study of the HPTDLM-HMS technique 

highlighted and gives recall value of 87.46% is higher when 

compared to its promising outcomes over other models. 

Keywords— Big data; Medical imaging; Manta Ray Foraging 
Optimization (MRFO); Healthcare monitoring; Deep learning 

I. INTRODUCTION 

Nowadays, the health care field has seen rapid development 
in medical data. In the wake of this accumulation of healthcare 

data, particularly imageries, the usage of novel techniques 

related to big data technology, Artificial Intelligence (AI), and 
Machine Learning (ML) has become essential [1]. Big data is 

usually recognized by 5 major features named the “5V”: 
variability (inconsistency of data), volume (quantity of data 

produced), variety (data from diverse categories), veracity 
(quality of captured data), and velocity (rapidity of data 

production) [2]. The use of information knowledge in the 

healthcare domain increases the chances for the growth of 
novel treatments and diagnostics, making it a serious area of 

study [3]. The novel ideas, technologies, and concepts related 

to AI, big data, and ML are projected to progress in the 
healthcare domain. Currently, several works were made to use 

big data to achieve and study healthcare schemes [4]. Fig. 1 
depicts the overview of big data in the healthcare system. 

 

 
 

Fig. 1. Big data in healthcare system 
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Recently, handcrafted feature representatives were 
commonly utilized in medical sector and several systems have 

used the union of lower-level features [5]. Lower-level features 
are gained and assessed with particular structures [6], quality 

structures, or founded on color structures and many articles to 
integrate the influential representation of images. These 

structures are significant for the classification but handcrafted 

features to preserve consciousness of previous facts [7]. This is 
difficult task to make the hand-craft structures and wants 

labelling data for drill and tuning. A data driven technique for 
classification exploration and image depiction is more vigorous 

to the variety of image modalities [8]. ML approaches are 
useful to the lower-level image graphics to do image 

arrangement. The working refrain of the deep neural networks 
(DNN) is enthused by the human brain [9]. The DNN design 

contains many neuron layers. Diverse DL methods are useful in 

numerous applications for video and image classification like 
natural language processing, visual tracking, and speech 

recognition [10]. 
The authors [11] focused on new IoT application-related 

physiological signal monitoring scheme to develop e-
healthcare system. The presented scheme is prototyped as a 

progressive electronics factor through an intellectual sensor for 

signal dimension, National Instrument myRIO for smart data 
acquisitions. Alfian et al. [12] offer a personalized healthcare 

monitoring scheme using BLE-related sensors, real-time data 
processing, and ML–related techniques to aid diabetic patients. 

BLE is employed for collecting users’ vital signs data like 
weight, blood pressure, blood glucose (BG), and heart rate 

from SNs.Hossain et al. [13] presented a B5G background that 

uses the low-latency of 5G networks, and high-bandwidth 
functionality to distinguish COVID-19 with chest X-ray or CT 

scan images, to progress a mass surveillance mechanism to 
observe body temperature, social distancing, and mask 

wearing. Three DL methods, Inception v3, ResNet50, and 
Deep tree are examined in the presented structure. 

Qi and Su [14] introduced a possible Cybertwin related 
multimodal network (beyond 5G) for electrocardiogram (ECG) 

designs monitoring daily activity. The Cybertwin nodes 

integrate support locators or identifier detection, 
communications assistant, data caching, and behavior logger in 

edge cloud. The application emphasizes observing ECG 
paradigms throughout daily action as some studies analyze 

them under diverse motions. The author presented a new deep 
CNN related HAR classifier to improve detection accuracy. 

Kondaka et al. [15] present a novel method named iCloud 

Assisted Intensive DL (iCAIDL) that delivers support to 
healthcare medium along with the patients enforcing the 

intellectual cloud system with ML approaches and this 
presented process is extracted from DL norms.  

This study develops a new Hyperparameter Tuned Deep 
Learning Model for Healthcare Monitoring Systems 

(HPTDLM-HMS) in big data environment. The presented 

HPTDLM-HMS technique concentrates on the examination of 
medical images in the decision making process. Initially, the 

presented HPTDLM-HMS technique derives features using 
EfficientNet model with manta ray foraging optimization 

(MRFO) algorithm as hyperparameter tuner. At last, the 
classification of medical images takes place by long short term 

memory (LSTM) model. To handle big data, Hadoop 

Mapreduce is utilized. The result analysis of the HPTDLM-
HMS technique is tested on medical imaging dataset. The 

comprehensive study of the HPTDLM-HMS technique 
highlighted its promising outcomes over other models.  

II. THE PROPOSED MODEL 

In this study, an automated healthcare classification model 

using HPTDLM-HMS approach was developed in the big data 

environment. The presented HPTDLM-HMS technique 
concentrates on the examination of medical images in the 

decision-making process. Initially, the presented HPTDLM-
HMS technique derives features using EfficientNet model with 

the MRFO algorithm as hyperparameter tuner. At last, the 
classification of medical images takes place by the LSTM 

model.  

A. EfficientNet Feature Extractor 

To create feature vectors, the EfficientNet model is applied. 

EfficientNet is amongst the most precise approaches (allowing 
the minimal FLOPS for approximation) that really meet new 

efficiency through ImageNet and conventional image 
classification transfer learning objectives [16]. EfficientNet 

delivers a family of models (BO to B7) which demonstrates the 
stimulating contrast of accuracy and precision on the array of 

products by giving a hybrid methodology scaling the model. 

ImageNet data models have increased extremely vigorously, 
and because of these accomplished accuracy was improved, 

even though most inefficient with respect to computation 
problems. The EfficientNet module might be considered as a 

collection of CNN approaches because it accomplished 
maximum accuracy i.e. 84.4% exploiting     parameter 

through ImageNet classification tasks. EfficientNet generates 

rather vigorous outcomes through uniformly intensifying 
range, sharpness, and density. In the provided resource 

limitation, the initial stage in the compound scaling method is 

to find the grid for determining the relationships among the 
numerous scaling sizes of the baseline network. This technique 

defines the suitable scaling factors for the depth, breadth, and 
resolution parameters. The fundamental building element for 

EfficientNet is the inverted bottleneck MBConv that is firstly 
presented in MobileNetV2, however, it is slightly applied when 

compared to             due to the highest FLOPS (floating 

point operations per second) budget. Block in MBConv is 
composed of a layer that enlarges and later compresses those 

channels, thereby direct connection was exploited amongst 
bottlenecks with significantly reduced channels than that of 

expansion layer. In comparison with typical layer, this method 

has depth-wise separable convolution layer which decreases 
computation by nearly K2 factor whereas   denotes the kernel 

size that represents the height and width of    convolutional 

window. 

B. MRFO based Hyperparameter Optimizer 

For modifying the hyperparameter values of the 

EfficientNet method, the MRFO system is exploited. Finally, 
the MRFO approach is employed as a parameter tuning 

algorithm. The inspiration for MRFO depends on the smart 
foraging performance of MR. It takes 3 special foraging rules 

of manta rays (MR) for detecting the best food source [17]. 
MRFO is worked by 3 foraging performances as Chain, 
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Cyclone, and Somersault foraging. Some arithmetical models 

are shown in the following. When the plankton concentration 
was improved, then the location is optimum where each 

position was upgraded by outstanding solution predictable: 
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   ( )            

   ( )        
   ( )
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Whereas, indicates the position of     individual at time   
in     denotes the dimensional,      means the arbitrary 

vector within [0, 1],   indicates the weighted coefficient, 

characterizes the plankton with maximum concentration. The 
mathematical concept of spiral-shaped event of MRs is 

determined as follows: 
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These performances are upgraded to   space. The 

mathematical modelling of cyclone foraging was determined 
by: 
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From the expression,   shows the weighted coefficient,   

indicates the greater quantity of iterations, and       indicates 

the randomly generated number within [0, 1]. Each individual 
finds a novel position besides best one by transferring a novel 

arbitrary location from the search space position.  

  
              (           )               ( ) 

Whereas      indicates the random location,    and    

show the lower and upper boundaries. Each MR propose to 
somersault and move to novel position is given below:  

  
   (   )    

   ( )

           (     
   ( )

        
   ( )) 

                                                    ( ) 
In Eq. (9),     indicates the somersault factor which 

selects a somersault threshold of MR, and  om= rand2 and 

rand3 define 2 random numbers within [0, 1]. 

The MRFO method designs a fitness function (FF) to 
realize high classification results. It describes the positive 

integer to exemplify the best efficiency of candidate result.  

The reduction classifier error rate was assumed that FF is 

expressed as follows:   
       (  

)                     (  
) 

 
                               

                       
            (  ) 

C. LSTM Classification Model 

To identify the class labels, the LSTM model is executed. 

Hochreiter in 1997 suggested an LSTM network as an enriched 
RNN for time sequences learning tasks [18]. In comparison 

with the typical RNN module, LSTM presents a new cell 
structure that assists in resolving the long‐ term dependency of 

time sequence and is appropriate to learn classification from 
knowledge. The LSTM cell comprises three gates, such forget, 

output, and input gates. The gate controls the adding or 

discarding of data to forget or remember functions. 
The input gate defines what data from    is stored in the 

cell state     
    (   [       

]    
)                          (  ) 

 ̃        (   [       ]    )   (  ) 

From the expression,  ( ) denotes a sigmoid function 

which translates the parameter to a value within [          
shows the hyperbolic tangent function that output values within 

[1, 1];    indicates the input values at   moment,    indicates 

the hidden layer at   moment,   shows the weight; and   

represent the bias. The forget gate determines what data is 
rejected in cell state.    defines what amount of prior cells state 

     is maintained to the present cell state     
    (   [       ]    )   (  ) 

               ̃    (  ) 
The output gate is used for controlling what amount of data 

is filtered out in the new state     
    (   [       

]   
)   (  ) 

            (  )   (  ) 

III. RESULTS AND DISCUSSION 

In this section, the experimental results of the HPTDLM-

HMS technique are tested using a dataset including 7200 
samples with 12 classes as given in Table 1. 

 
TABLE I 

DETAILS OF DATASET  

Label Class No. of Images 

C-1 Brain 600 

C-2 Breast 600 

C-3 Chest 600 

C-4 Bladder 600 

C-5 Colon 600 

C-6 Cervix 600 

C-7 Eye 600 

C-8 Esophagus 600 

C-9 Lymph 600 

C-10 Pancreas 600 

C-11 Prostate 600 

C-12 Soft Tissue 600 

Total Number of Images 7200 
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The confusion matrices of the HPTDLM-HMS technique 
on healthcare data classification are reported in Fig. 2. The 

results indicated that the HPTDLM-HMS technique has 
identified distinct classes. 

 
Fig. 2. Confusion matrices of HPTDLM-HMS approach (a-b) TRS and TSS 

databases of 80:20 and (c-d) TRS and TSS databases of 70:30 

 

In Table 2 and Fig. 3, the experimental results of the 
HPTDLM-HMS technique is examined on 80:20 of TRS and 

TSS. With 80% of TRS, the HPTDLM-HMS technique has 

recognized C-1 samples with       of 97.50%,       of 

86.46%,       of 82.85%,        of 84.62%, and MCC of 

83.28%. In line with, with 80% of TRS, the HPTDLM-HMS 
system has recognized C-5 samples with       of 98%,       

of 85.32%,       of 91.30%,        of 88.21%, and MCC of 

87.18%. Next, with 80% of TRS, the HPTDLM-HMS 
approach has recognized C-12 samples with       of 97.71%, 

      of 85.84%,       of 86.20%,        of 86.02%, and 

MCC of 84.77%. Then, with 20% of TSS, the HPTDLM-HMS 
methodology has recognized C-1 samples with       of 

97.64%,       of 86.07%,       of 86.07%,        of 86.07%, 

and MCC of 84.78%.  At last, with 20% of TSS, the 

HPTDLM-HMS algorithm has recognized C-12 samples with 
      of 97.85%,       of 88.89%,       of 86.82%,        

of 87.84%, and MCC of 86.67%.    
 

TABLE II 

RESULT ANALYSIS OF HPTDLM-HMS SYSTEM WITH DISTINCT 
CLASSES ON 80:20 OF TRS/TSS 

Labels Accuracy Precision Recall F-Score MCC 

Training Phase (80%) 

C-1 97.50 86.46 82.85 84.62 83.28 

C-2 98.02 88.57 88.21 88.39 87.31 

C-3 97.85 86.56 87.99 87.27 86.10 

C-4 97.86 87.17 87.70 87.44 86.27 

C-5 98.00 85.32 91.30 88.21 87.18 

C-6 97.76 86.23 86.41 86.32 85.10 

C-7 97.62 85.56 85.74 85.65 84.36 

C-8 97.52 86.39 83.33 84.84 83.50 

C-9 97.67 85.21 87.98 86.57 85.31 

C-10 97.97 87.71 87.89 87.80 86.69 

C-11 98.16 91.17 86.22 88.63 87.67 

C-12 97.71 85.84 86.20 86.02 84.77 

Average 97.80 86.85 86.82 86.81 85.63 

Testing Phase (20%) 

C-1 97.64 86.07 86.07 86.07 84.78 

C-2 97.50 82.73 84.26 83.49 82.14 

C-3 97.64 84.30 87.18 85.71 84.44 

C-4 97.50 81.67 87.50 84.48 83.18 

C-5 98.47 90.23 93.02 91.60 90.78 

C-6 97.99 90.98 86.05 88.45 87.38 

C-7 97.71 86.29 86.99 86.64 85.39 

C-8 97.43 88.07 80.00 83.84 82.56 

C-9 97.57 81.90 87.16 84.44 83.17 

C-10 97.64 87.18 84.30 85.71 84.44 

C-11 97.71 86.67 85.95 86.31 85.06 

C-12 97.85 88.89 86.82 87.84 86.67 

Average 97.72 86.25 86.27 86.22 85.00 

 

 
Fig. 3. Average analysis of HPTDLM-HMS system on 80:20 of TRS/TSS 

 

In Table 3 and Fig. 4, the experimental outcomes of the 
HPTDLM-HMS approach are examined on 70:30 of TRS and 

TSS. With 70% of TRS, the HPTDLM-HMS methodology has 
recognized C-1 samples with       of 98.06%,       of 

86.59%,       of 89.98%,        of 88.25%, and MCC of 

87.21%. Likewise, with 70% of TRS, the HPTDLM-HMS 
algorithm has recognized C-5 samples with       of 97.72%, 

      of 87.96%,       of 82.96%,        of 85.39%, and 

MCC of 84.19%. Followed by, with 70% of TRS, the 
HPTDLM-HMS technique has recognized C-12 samples with 

      of 97.80%,       of 84.83%,       of 89.13%,        

of 86.93%, and MCC of 85.76%. Afterward, with 30% of TSS, 

the HPTDLM-HMS methodology has recognized C-1 samples 
with       of 97.92%,       of 85.78%,       of 91.62%, 

       of 88.61%, and MCC of 87.52%.  Finally, with 30% of 
TSS, the HPTDLM-HMS system has recognized C-12 samples 

with       of 97.82%,       of 88.40%,       of 86.02%, 

       of 87.19%, and MCC of 86.01%.    
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TABLE III 

RESULT ANALYSIS OF HPTDLM-HMS SYSTEM WITH DISTINCT 
CLASSES ON 70:30 OF TRS/TSS 

Labels Accuracy Precision Recall 
F-

Score 
MCC 

Training Phase (70%) 

C-1 98.06 86.59 89.98 88.25 87.21 

C-2 98.04 88.35 87.71 88.03 86.96 

C-3 97.80 85.94 88.18 87.05 85.85 

C-4 97.78 90.29 82.10 86.00 84.91 

C-5 97.72 87.96 82.96 85.39 84.19 

C-6 97.76 88.04 85.38 86.69 85.48 

C-7 97.58 85.61 85.61 85.61 84.29 

C-8 97.90 85.29 90.19 87.67 86.57 

C-9 98.21 89.51 89.51 89.51 88.53 

C-10 97.70 85.68 86.90 86.29 85.03 

C-11 97.72 86.81 86.61 86.71 85.46 

C-12 97.80 84.83 89.13 86.93 85.76 

Average 97.84 87.07 87.02 87.01 85.85 

Testing Phase (30%) 

C-1 97.92 85.78 91.62 88.61 87.52 

C-2 98.01 88.59 88.11 88.35 87.26 

C-3 97.59 84.53 86.44 85.47 84.17 

C-4 98.06 88.83 87.85 88.33 87.27 

C-5 97.78 90.61 84.10 87.23 86.09 

C-6 98.01 87.50 86.98 87.24 86.16 

C-7 97.22 82.58 83.52 83.05 81.54 

C-8 98.56 92.18 90.66 91.41 90.63 

C-9 98.47 89.20 91.81 90.49 89.67 

C-10 97.73 87.01 85.56 86.27 85.04 

C-11 97.73 84.30 86.83 85.55 84.33 

C-12 97.82 88.40 86.02 87.19 86.01 

Average 97.91 87.46 87.46 87.43 86.31 

 

 
Fig. 4. Average analysis of HPTDLM-HMS system on 70:30 of TRS/TSS 

 
The TACC and VACC of the HPTDLM-HMS approach are 

investigated performance in Fig. 5. The figure stated that the 
HPTDLM-HMS system has shown improved performance 

with increased values of TACC and VACC. It is noticeable that 
the HPTDLM-HMS methodology has reached maximum 

TACC outcomes. 

 
 

 
Fig. 5. TACC and VACC analysis of HPTDLM-HMS system 

 
The TLS and VLS of the HPTDLM-HMS system are tested 

performance in Fig. 6. The figure implied that the HPTDLM-

HMS method has revealed better performance with least values  
of TLS and VLS. It is observable that the HPTDLM-HMS 

system has resulted in lesser VLS outcomes. 
 

 
Fig. 6. TLS and VLS analysis of HPTDLM-HMS system 

 

 
Fig. 7. Precision-recall analysis of HPTDLM-HMS system 

 

A noticeable precision-recall study of the HPTDLM-HMS 
system in the test database is revealed in Fig. 7. The figure 

referred that the HPTDLM-HMS algorithm has resulted in 
superior values of precision-recall values in several classes. 

A detailed ROC study of the HPTDLM-HMS system in the 

test database is described in Fig. 8. The outcome implied the 
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HPTDLM-HMS algorithm has exhibited its capability in 

classifying in several classes. 
 

 
Fig. 8. ROC analysis of HPTDLM-HMS system 

 
The healthcare monitoring performance of the HPTDLM-

HMS technique is compared with existing models in Table 4 
and Fig. 9 [19]. The experimental output pointed out that the 

HPTDLM-HMS technique has reached improved performance. 
Based on      , the HPTDLM-HMS technique has gained 

      of 97.91% while the ANN, SVM, LDA, KELM, and 

DenseNet models have reached reduced       of 92.38%, 

96.93%, 90.73%, 94.80%, and 94.10% respectively. 
Meanwhile, with respect to      , the HPTDLM-HMS 

technique has gained       of 87.46% while the ANN, SVM, 

LDA, KELM, and DenseNet techniques have reached minimal 
      of 86.85%, 85.47%, 83.24%, 86.79%, and 84.79% 

respectively.  At last, interms of      , the HPTDLM-HMS 

technique has gained       of 87.46% while the ANN, SVM, 

LDA, KELM, and DenseNet systems have gained lesser       

of 83.96%, 83.46%, 83.25%, 83.14%, and 84.24% 
correspondingly.  

  
TABLE IV 

COMPARATIVE ANALYSIS OF HPTDLM-HMS SYSTEM WITH 
OTHER EXISTING METHODS  

Methods Accuracy Precision Recall 
F-

Score 

HPTDLM-

HMS 
97.91 87.46 87.46 87.43 

ANN 
Model 

92.38 86.85 83.96 85.78 

SVM 
Model 

96.93 85.47 83.46 86.44 

LDA 
Model 

90.73 83.24 83.25 86.52 

KELM 

Model 
94.80 86.79 83.14 85.25 

DenseNet 

Model 
94.10 84.79 84.24 85.44 

 

 
Fig. 9.       analysis of HPTDLM-HMS system with other existing methods  

IV. CONCLUSION 

In this study, an automated healthcare classification model 
using HPTDLM-HMS technique has been developed in the big 

data environment. The presented HPTDLM-HMS technique 

concentrates on the examination of medical images in the 
decision-making process. Initially, the presented HPTDLM-

HMS technique derives features using EfficientNet model with 
the MRFO algorithm as hyperparameter tuner. At last, the 

classification of medical images takes place by the LSTM 
model. To handle big data, Hadoop MapReduce is utilized. The 

result analysis of the HPTDLM-HMS technique is tested on 

medical imaging dataset. The comprehensive study of the 
HPTDLM-HMS technique highlighted its promising outcomes 

over other models. In future, ensemble learning techniques can 
be integrated into the HPTDLM-HMS technique to boost the 

predictive outcomes. 
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