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Abstract 
Humans find it very easy to detect emotions through facial expressions. It is a herculean task for the 
machine to replicate the same. But recently Machine Learning (ML) is coming to the aid of computer 
vision in detecting facial emotions accurately from digital photos. In this work a system that uses 
machine learning algorithms is designed for identifying the emotions based on captured digital 
images of faces. A total of eight ML models has been designed to classify the facial images into an 
emotion. Human emotions mainly include happy, sad, surprise, anger, serious and disappointment. 
ML algorithms like K-Nearest Neighbour (KNN), Naive Bayes (NB), Decision Tree (DT), Random Forest 
(RF), Gradient Boosting (GB), AdaBoost Classifier, Histogram Gradient Boosting Classifier (HGB), 
Linear Support Vector Classification (SVC) were used in designing the models. In this research, the 
HGB based model attained maximum accuracy of 75.67%. Facial Emotion Classification (FEC) is 
significant in areas like customer feedback, surveillance, mental disease diagnosis, Human Computer 
Interaction and social behavioural analysis. 
Keywords: Facial expression recognition, Human emotion Classification, Machine Learning, Image 
Processing, Computer Vision, Human Computer Interaction 
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1. INTRODUCTION 
Automatic human emotion recognition 
systems are need of the day as they find 
importance in many fields like human 
computer interface (T.B.Sheridan, 2016), 
security (X.Zhu et.al, 2015), (T.Chen et.al, 
2013),(T.Bai et.al, 2014), behavioural analysis 
of customer, gaming systems (C.H Chem et. al, 
2015), (S.Hickson et.al, 2019) . Human 
emotions can be classified as speech and 

linguistics (K.Han et.al, 2014) and facial 
(T.Abegaz et.al, 2011), (W.Y Zhao et.al, 2000). 
Moods of students in an online classroom 
setup can be analysed using facial expression 
analysis. The effectiveness of the classroom 
can be gauged by this type of analysis. 
Security agencies can monitor faces of large 
crowds and analysis any suspicious activity 
based upon expression analysis (S.Ghosh et.al, 
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2018). According to a survey, human beings 
express majority of their emotions using facial 
expressions rather than words and tone 
(A.Mehrabian et.al, 2017). Human-Robot 
interactions can be improved if a robot can 
sense the mood of the human being it is 
interacting with. Robots can detect the 
positive as well as negative states of mind of a 
human being with which it is interacting with. 
It can further decide whether to continue or 
discontinue its interaction with the human 
(Samadiani et.al, 2019). Human emotions 
mainly include happy, sad, surprise, anger, 
serious and disappointment (Ali et.al, 2020). 
Facial emotion recognisers play a vital role in 
designing compact and accurate avatars in the 
field of augmented reality (Hickson et.al, 
2017) and virtual reality (Chen et.al, 2015). 
Many animation-based applications use facial 
emotion recognition techniques (Liu.M et.al, 
2014) for simulating human emotions in the 
created characters. Facial emotion recognisers 
have to deal with two types of human 

emotions namely, natural & superficial 
emotions (Gan.Q et.al, 2015). The natural 
emotions are generated by human beings 
while executing their day-to-day activities. 
Superficial emotions are generated by human 
beings artificially like an actor in a movie. The 
time an emotion is expressed by a human 
being can be taken into account for classifying 
emotions. If an emotion is expressed for less 
than ½ a second then it is termed as micro 
expression where as if an expression lasts 
more than ½ second then it is termed as a 
macro expression. Digital camera, eye-tracker, 
electrocardiogram, electromyography and 
electroencephalograph are utilised by facial 
emotion classifiers to achieve their tasks. This 
paper considers images taken by a camera as 
input to the system. Any Facial emotion 
Classifier works in three stages viz. image pre-
processing, feature extraction and emotion 
detection. Figure 1 depicts the basic working 
of any camera based facial emotion classifier. 

 
Fig 1. Stages in a general camera based facial emotion classifier 

This paper proposes eight models to classify 
facial emotions that are designed using ML 
algorithms like KNN, NB, DT, RF, GB, AdaBoost 
Classifier, HGB, and SVC respectively. The rest 
of the paper is organised as follows. Section 
two presents the review of literature related 
to FEC’s. Section 3 throws light on data set 
used in this research. Section 4 explains about 
the proposed methodology and discusses 
broadly on the achieved results. Finally, 
section 5 concludes the paper with some 
insights to future prospects. 
2. RELATED WORK 
An FEC faces a number of challenges which 
researchers have tried to address through 
their investigations.  The main challenges 

arise due to illumination of the image, diverse 
poses of the facial images and subject-
dependence. Facial expressions are very 
complex to capture in runtime due to noise, 
movement of people, lighting conditions and 
occlusions (Tian et.al, 2001). This section 
throws light on the work done so far in this 
area. Most of the FEC’s developed so far 
prove to be effective in simulated 
environments and fail to achieve their 
objectives in a real world scenario. 
Feature extraction is an important phase in 
any facial emotion classification framework. 
The effectiveness of an FEC mostly depends 
on the quality & quantity of features 
extracted from the facial image. Geometric 
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and appearance-based techniques are popular 
feature extractors with respect to images 
(Calvo et.al, 2010), (Yan.H et.al, 2014). 
Geometric FEC’s construct feature vectors 
from ear, eye, mouth and nose using 
geometry. The shape, position and angles of 
the facial organs are considered for 
constructing the feature vectors. Appearance 
based FEC’s are popular among researchers 
due to their simplicity and accuracy. In the 
real world, as it is near to impossible to collect 
geometrical features therefore most of the 
researchers favour appearance based FEC’s 
(Wang.N et.al, 2017). 
Classification of the emotions is the second 
important phase in the working of a FEC. After 
extracting facial features the next task is to 
reduce their dimensions and protecting their 
significance. Researchers in the past have 
employed classifiers like SVM, RF, NB, 
AdaBoost, GB, for accurately classifying the 
emotions present in the human 
images/videos. FEC resistant to illumination 
disparity was developed by a group of 
researchers (Liu.M et.al, 2014) that could 
acquire the facial features. The proposed FEC 
used kernel SVM, Logistic Regression (LG) and 
partial least squares as classifiers in 
combination with Riemannian manifold 
kernels. Some FEC’s were designed using 
Principal Component Analysis (PCA) (Zhang 
et.al, 2015), (Garg.A et.al, 2015), (Patil.M.N 
et.al, 2016). Researchers even experimented 
with Local Binary Patterns (LBP) to build FEC’s 
(Levi.G et.al, 2015), (Chao.w et.al, 2015). LBP 
based FEC’s performed effectively when 
compared to PCA based FEC’s when 
illumination was the challenge. A parallel 
research (Chengeta.K et.al, 2018) 
implemented Local Directional Patterns (LDP) 
for building an FEC that worked effectively 
even when there was unstable illumination. 
Another group of researchers (Ding.Y et.al, 
2017) used LBP and Taylor expansion to 
construct a robust FEC promised to work 

effectively even with unstable illumination. A 
group of researchers implemented (Gupta.O 
et.al, 2017) deep neural networks to 
recognise facial expressions. Deep learning 
was also used by other set of researchers 
(Uddin.M.Z et.al, 2018) to build a FEC. This 
FEC recognised facial expressions from videos. 
Some researchers also used mathematical 
concepts like Fourier transforms integrated 
with Contrast Limited Adaptive Histogram 
Equalization (Munir.A et.al, 2018) for 
recognising facial expressions even in dim 
light. Deep evolutional spatial-temporal 
networks were also used by some researchers 
(Zhang.K et.al, 2017) to perform facial 
expression and emotion classification. 
Another study (Uddin.M.Z et.al, 2017) utilised 
deep belief networks with local direction 
feature extractor for analysing the emotions 
in facial images of humans. A method (Chen.J 
et.al, 2018) was proposed using Warp 
transformation combined with Histogram of 
Oriented Gradients for building a facial 
emotion classifier. A novel machine learning 
technique (Yan.H et.al, 2018) that uses 
multiple metrics for discriminating the 
features collaboratively was proposed by 
some researchers.  
3. DATA SET DESCRIPTION  
The proposed work utilises the FER-2013 
dataset (Kaggle, 2013) for training and testing 
the models. FER-2013 is a repository of 32,298 
images out of which 28,709 images are used 
for training and 3,589 images are used testing 
the models. All images are facial images which 
are gray scale in nature. Each image is of size 
48X48 pixels. The mapping of the images with 
respect to emotions can be done as follows- 
0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 
5=Surprise, 6=Neutral. The dataset contains 
958 angry, 111 disgust, 1024 fear, 1174 
happy, 1223 neutral, 1247 sad and 831 
surprise images. Figure 2. Depicts the various 
classes of facial emotions. 
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Fig 2. Various classes of facial emotions (Source: FER-2013 dataset/Kaggle) 

4. CLASSIFICATION METHODOLOGY AND 
RESULT ANALYSIS 
The main objective of an FEC is to classify an 
emotion expressed in a human face present in 
a digital image. The first step in this process is 
to acquire image using a camera. The image is 
converted to gray scale. This image is then 
pre-processed using various normalisation 
techniques. Noise is also removed from the 
image. Later the dimensions of the image to 
are reduced to 48X48 pixels. Significant 
features are extracted from the image to 
construct a feature vector of the captured 
image. This discriminate features acquired 

from the feature extraction phase is fed to the 
classifiers of the various ML models for 
classification. Seven ML models are designed 
as part of this research. Each model classifies 
the facial emotion present in the image as 
either angry or disgust or fear or happy or sad 
or surprise or neutral. Model 1 uses KNN as its 
classifier, model 2 uses NB as its classifier, 
model 3 uses DT as its classifier, model 4 uses 
RF as its classifier, model 5 uses GB as its 
classifier, model 6 uses AdaBoost as its 
classifier and model 7 uses HGB as its 
classifier. Figure 3 represents the flow 
diagram of the classification process. 

 
Fig 3. Flow diagram of the classification process of a facial emotion image 

The preprocessing is performed using the 
StandardScaler package imported from 
SKLearn python library. Figure 4 depicts the 
pre-processed images. Python3 programming 
language was used for conducting the 
experiments. Numpy and Pandas packages 
were also imported in to the code. OpenCV 
python library was also imported in to the 

notebook for performing the required tasks. 
Kaggle cloud was used to run the 
experiments. CPU, Storage and RAMs were 
provided by Kaggle.com for running the 
investigations. Some of the classifiers require 
fine tuning of the hyper parameters to avoid 
over fitting. Table 1 lists the hyper parameters 
used by the classifiers in the designed models. 

 

       

a. Angry b. 
Disgust 

c. Fear d. Happy e. 
Neutral 

f. Sad g. 
Surprise 

Fig 4. Sample images after Pre-processing (Source: FER-2013 dataset/Kaggle) 
Accuracy is the metric used here to measure 
the quality of the model. Table 2 represents 
the accuracy obtained for various models 
recognising the facial emotions. The model 7 

attains a maximum accuracy of 75.67% 
followed by model 5(69.97%). Model 4 attains 
an accuracy of 69.01%, which is followed by 
model 6 (68.91%). Linear SVC, KNN and NB 
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achieved an accuracy of 65.70%, 65.21% and 
59.81% respectively. The analysis also proves 
that boosting algorithms are outperforming 

traditional ML algorithms. A comparative 
analysis of the accuracy achieved by the 
models is depicted as a bar graph in figure 4. 

 
Table 1 lists the hyper parameters used by the classifiers in the designed models. 

Model Number Classifier Hyper Parameters 

1. KNN n_neighbors=k 

2. NB ----- 

3. DT ----- 

4. RF n_estimators = 10, criterion = 'entropy', random_state = 0 

5. GB n_estimators=100, learning_rate=1.0,max_depth=1, random_state=0 

6. AdaBoost n_estimators=100, random_state=0 

7. HGB max_iter=100 

 
Table 2 Accuracy of the various models designed 

Model No Classifier Accuracy 

1. K-Nearest Neighbour 65.21 

2. Naive Bayes 59.81 

3. Decision Tree 64.48 

4. Random Forest 69.01 

5. Gradient Boosting 69.97 

6. Adaptive Boosting Classifier 68.91 

7. Histogram Gradient Boosting Classifier 75.67 

8. Linear Support Vector Classifier 65.70 

 
 

 
Fig 4. Comparative Analysis of the various FEC models 

5. CONCLUSIONS AND FUTURE SCOPE 
This paper tried to throw light on the various 
challenges faced by a Facial Emotion Classifier 
in real time. This work provided a solution to 
the problem of facial emotion recognition 
from images that house human facial 
expressions. The proposed methodology 
contains 4 major phases’ image acquisition, 
image pre-processing, feature extraction, 

classification. Eight ML models were created 
using the proposed methodology as a 
skeleton. The features extracted were fed in 
to eight classifiers namely, K-Nearest 
Neighbour, Naive Bayes, Decision Tree, 
Random Forest, Gradient Boosting, AdaBoost 
Classifier, Histogram Gradient Boosting 
Classifier and Linear Support Vector 
Classification. The model based on HGB 
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outperformed the remaining models. The 
research founded that ML based approaches 
achieve optimum performance levels in a 
short time with less computational costs. In 
future, Deep Learning techniques can be used 
in place of ML approaches to increase the 
accuracy of the system. Emotions from voice, 
text, videos can also be classified in future 
using the same models. The models can also 
be exposed to other datasets for improving 
their performance and reliability.   
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